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 As artificial intelligence continues to advance, more processing 
power and energy usage are required.

 AI’s growing energy consumption can have severe negative 
impacts on global climate, biodiversity, sustainability, as well as 
marginalized communities and developing countries.

 Technological innovation can foster increased efficiency and 
greater knowledge and understanding; however, measures must 
be put in place to protect our planet.

Overview



Importance & Relevance

1) Becoming widespread – and expanding rapidly

2) Energy-intensive

3) Potential to cause extensive damage to the environment
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Research Proposal Questions
1) How will AI’s current and projected energy consumption 

contribute to global energy demand and carbon emissions?

2) What are the environmental impacts of AI on developing 
countries versus developed countries?

3) What sustainable practices can be implemented in the 
development of AI to reduce energy usage while allowing for 
advancement?
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Carbon Impact: Training LLMs
The carbon footprint of training a 
single large learning model (LLM) is 
estimated to contribute 300,000 
kilograms of carbon emissions to 
the Earth’s atmosphere (Dhar, 2020, p. 423).

This is compared to the carbon 
emissions of 125 round-trip flights 
from New York to Beijing, China 
(Dhar, 2020, p. 423).



AI’s Computational Growth
“The computations required for 
deep learning research have been 
doubling every few months,
resulting in an estimated 300,000x 
increase [in computations] from 
2012 to 2018. 

These computations have a 
surprisingly large carbon footprint” 
(Schwartz et al., 2020, p. 54).



GPT-3: Energy Usage & Emissions
After calculating the energy usage and 
carbon footprint of several LLMs , it was 
determined that training GPT -3 required 
552 metric tons of a CO2 equivalent 
(tCO2e) and consumed 1,287 Megawatt -
hours (MWh) (Patterson et al., 2021, p. 7) . 

This is the equivalent of 123 gasoline -powered 
passenger vehicles driven for one year (Scientific 
American, 2023, para. 5).
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Potential Environmental Impact
 Strained water resources (Berreby, 2024)

“Google’s data centers consumed about 5 billion gallons (nearly 20 billion 
liters) of fresh water for cooling.”

 Intensified habitat loss (Cowls et al., 2023)
This surge in carbon emissions can cause increased ocean acidification and 
land degradation, leading to the destruction of marine and land ecosystems.

 Decreased quality of life (Ritchie et al., 2023)
Assuming AI’s development continues at this rate, humans can anticipate 
worsened air quality, more frequent natural disasters, lower quality crop 
yields, higher overall temperatures, and increased disease.



Proposed Methodology
1) Gather secondary 
data from “AI Report.”

 The Artificial Intelligence 
Index Report, published by 
Stanford University in 2023

3) Split data into four 
subsets based on UN 
Development Index.
 The four subsets are 

Developed, Developing, 
Least Developed 
Countries, and Land 
Locked Developing 
Countries

2) Run a simple linear 
regression on the data.

 Look at factors including 
Talent, Infrastructure, 
Research, & Development

 Determine which factors are 
more pronounced throughout
different countries

*Hypothesis – ROI for AI is generally higher in developed and developing countries.



Anticipated Results
 Exacerbation of inequalities between developed and 

developing countries

 Land degradation within developing regions due to extraction 
of critical minerals

 Direct negative environmental impacts to developed nations 
based on frequent usage of AI and more rapid AI development

SOURCE: (Kyriakopoulou, 2023)
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Bottomline
 Artificial intelligence development will have advantages 

and disadvantages for both developed and developing 
nations.

 AI’s development (if unmanaged) is likely to have a 
greater adverse impact on developing nations.



Discussion
What can we do to reduce energy usage while 
allowing for advancement in artificial intelligence?
1) Use power-capping hardware to limit the energy consumption of AI 
training and inference (Castro, 2024).

2) Optimize AI software and models by using techniques such as 
model pruning and sparsity (Castro, 2024).

3) Leverage AI to improve the energy efficiency of data centers that 
power AI systems, e.g., Google DeepMind's work on reducing data 
center cooling energy (Evans & Gao, 2016).
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Future Research Directions
 The environmental and social impacts of mining raw 

materials used in the development of AI

 AI’s impact on human rights issues

 The impact of e-waste from AI development on the 
environment

 How energy usage from AI development influences the 
frequency of natural disasters
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